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Abstract

Portfolio turnpike theorems show that if preferences at large wealth levels
are similar to power utility, then the investment strategy converges to the
power utility strategy as the horizon increases. We state and prove two
simple and general portfolio turnpike theorems. Unlike existing literature,
our main result does not assume independence of returns and depends only
on discounting of future cash flows. We also provide a critique of portfolio
turnpike results, based on the observations that (1) the time required for
convergence is often too large to be relevant, and (2) there is no convergence
for consumption withdrawal problems.
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Introduction

Turnpike theorems in finance make a seductive promise: when the horizon
is long, we can obtain essentially optimal portfolio weights by solving a rela-
tively simple problem assuming power utility with a shape similar to that of
the correct utility funtion at large wealth levels. Although the literature con-
tains a number of these results with different technical variations, the main
assumptions that are common in the existing literature are (1) returns are
independent over time (and in most papers i.i.d.), and (2) investments can
grow over time because the riskless rate is positive. It is the purpose of this
paper to provide a critical examination of this literature and provide a new
perspective on these results. There are two main contributions in this paper.
One is to provide a simple and general turnpike result that helps to put the
literature in perspective. The second is to provide numerical examples that
indicate whether convergence is fast enough for practical use. Our main find-
ings are (1) it is the growth of the economy as reflected in interest rates or
discount bond prices, not independence, that is critical for the results, and
(2) convergence is too slow to be of practical interest, provided we assume
real rates of interest are small enough to be plausible. We conclude that
while portfolio turnpike theorems enhance our intuition and understanding
of portfolio problems, they are not particularly useful in practice.

The term “turnpike theorem” has its origins in growth theory. According to
Dorfman, Samuelson, and Solow [1958],

It is, in a sense, the single most effective way for the system
to grow, so that if we are planning long-run growth, no matter
where we start and where we desire to end up, it will pay in the
intermediate stages to get into a growth phase of this kind. It
is exactly like a turnpike paralleled by a network of minor roads.
There is a fastest route between any two points; and if origin and
destination are close together and far from the turnpike, the best
route may not touch the turnpike. But if origin and destination
are far enough apart, it will always pay to get on to the turnpike
and cover distance at the best rate of travel, even if this means



adding a little mileage at either end. The best intermediate cap-
ital configuration is one which will grow most rapidly; even if it
is not the desired one, it is temporarily optimal.

Based on this analogy, these results are called turnpike theorems, and a
significant literature has grown out of this idea. For an agent maximising
expected utility of terminal wealth at a distant horizon, portfolio turnpike
theorems say that the agent’s optimal portfolio is insensitive to properties
of the utility function at low wealth levels. Such results always assume a
market which is growing indefinitely (as they clearly must); it is then not
surprising that the values of the utility at low wealth levels are unimportant,
as the agent can always get away from these low levels simply by following the
growing market. In particular, portfolio turnpike theorems say that for all
utility functions that are similar (in some suitably-defined sense) to a power
utility function at large wealth levels, the optimal portfolio strategy spends
most of its time over a large horizon following a portfolio strategy similar to
the portfolio strategy of the power utility function, a neighborhood of which
is the turnpike.

To introduce turnpike theorems without the full weight of the formal model,
we provide examples in §1. These examples form the basis of our critique
of turnpike results. Our critique looks at two separate problems. First, the
optimal path may not lie near the turnpike unless one has an extremely long
horizon. Examples with reasonable parameter values suggest that it may
take a horizon in excess of 50 or 100 years before the optimal portfolio choice
is close to its asymptotic value, even if the utility function is identical above
the initial wealth level. The rate of interest, properly interpreted as a real
rate of interest, seems to be a critical parameter in determining the rate of
convergence. Faster convergence would require us to assume an unreasonably
large real rate of interest. The slow convergence suggests that the portfolio
turnpike results are of little practical import: using the asymptotically correct
strategy may be far from optimal even at the largest horizons likely to be
encountered in practice.

The second problem with the turnpike results is that they do not hold for
consumption-withdrawal problems. While many investment problems may



have overall horizons that are very large or even unbounded (such as the
management of a university endowment), these problems involve ongoing
withdrawals for consumption, which are assumed away by the structure of
the portfolio turnpike models. Portfolio turnpike theorems can be relied on
as a useful approximation only when the time until the first consumption
withdrawal is very large, and this is unlikely to be encountered in practice.

In §2 we describe the formal model, and state our main result, Theorem 1;
this is a comparison theorem which contains many existing results in the
literature. We show that if two agents have similar marginal utilities at
large consumption levels, they must have nearly the same wealth process
and portfolio strategy at early times when the horizon is distant. The in-
tuition for our main result is simple: assuming positive interest rates (or
something like that), our portfolio outgrows the low wealth levels for which
the two utility functions are significantly different. If all reinvestment were
at the riskless rate, it would be obvious that it is the shape of the utility
function at large wealth levels that governs the indirect utility function at
short horizons. What is more subtle is to see that the states of nature with
low optimal consumption at the end, while occuring with positive probability
given the presence of risk-taking, are not very significant economically, and
have a small influence on initial portfolio choice. From the previous litera-
ture, it might seem that this follows from independence of returns and some
sort of law of large numbers; our results do not require independence and
therefore we conclude that it is discounting alone, not discounting combined
with independence, that drives turnpike results.

This main result assumes complete markets in a continuous-time model; the
local means and variances of security returns can follow fairly general adapted
processes. We impose regularity through existence of moments of the state
price density, rather than through specific assumptions about the returns
themselves, such as assuming that returns are independent over time or that
stock prices are diffusions. We consider the portfolio strategies of two agents,
and unlike the literature, we do not assume that either agent necessarily has
constant relative risk aversion. Utility functions satisfy a uniform continuity
property which certainly holds if the relative risk aversion is bounded above
and below.



One result which is not covered by Theorem 1 is that of Huberman and Ross
[1983]. Apart from the inessential difference of being stated in discrete time,
their result uses a weaker notion of equivalence of utilities (regular variation of
marginal utilities, with the same exponent), but it makes a stronger assump-
tion (independence over time) about returns. Under the continuous-time
analogues of these assumptions, we prove (Theorem 2) the continuous-time
analogue of the Huberman-Ross result. This is the first continuous-time re-
sult of this sort, and provides a bridge between the discrete- and continuous-
time literatures. One innovation in this result is that we assume much less
smoothness on preferences than do Huberman and Ross or the rest of the
literature. This is possible because of a result that shows that there is a
smooth utility function with a slightly different horizon that has exactly the
same portfolio choice and wealth process. This result permits us to apply
the results assuming smooth preferences to preferences with kinks.

The literature on portfolio turnpike theorems includes discrete-time mod-
els (Mossin (1968), Leland (1972), Hakansson (1974), Huberman and Ross
(1983)) and continuous-time models (Cox and Huang (1992), Huang and Za-
riphopoulou (forthcoming)). All of these papers assume i.i.d. returns, with
the exception of Huberman and Ross. Huberman and Ross assume returns
are independent across periods, with bounded support. We do not assume
independence in our main result. In all of the previous literature, it was also
assumed that the reference utility function has constant relative risk aver-
sion, which we have not assumed (instead, we assume the weaker uniform
continuity condition (27)).

There are different assumptions in the literature regarding how the utility
function converges to the reference utility function at large wealth levels. In
order to compare our assumption (26) made in § 2 to the previous literature,
we need to specialize our model by assuming the reference utility function
has constant relative risk aversion. With this specialization, (26) is the same
assumption made by Huang and Zariphopoulou and is strictly more general
than the assumptions of Mossin, Leland, and Cox and Huang. However,
it is less general than that of Huberman and Ross, and apparently simply
different from Hakansson’s.

The proofs of both Theorem 1 and Theorem 2 are relegated to an appendix,
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although the text does outline the main ideas in the proofs. Convergence
of relative risk aversion implies regular variation, which in turn implies the
regularity condition of Theorem 1, which shows that many results in the
literature can be read off from our main results. These results and related
comparisons are shown in Lemma 1. § 3 closes the paper, and the Appendix
contains the proofs.

1 Examples and Critique

The portfolio turnpike results tell us that, given utility functions that are
asymptotically similar at large wealth, the portfolio strategies are asymptot-
ically similar at large horizon. This section uses examples to help the reader
to develop an intuition for the turnpike results and their limitations.

The major limitations of the turnpike results may be summarized in two
critiques: firstly, examples show that, with reasonable parameter values (es-
pecially when the real riskless rate is reasonably small), the convergence may
be slow (even when the utility function differs from a power function only at
levels below the initial wealth, we may not be near convergence even with
a horizon as long as 100 years!); and, secondly, we should not expect any
turnpike results in consumption withdrawal problems. This second critique
is implicit or explicit in many of the turnpike papers, but it is worthy of
attention, especially in combination with the other critique: no consumption
withdrawal over 50 years seems unusual.

In later sections of the paper, we will specify our formal model more precisely,
but for now we will present just enough notation to be able to present the
examples without proof. Throughout the paper, we will assume a continuous-
time model in which the underlying uncertainty is generated by a standard
Wiener process that may be multi-dimensional. For the examples, we will
specialize this to fixed coefficients in a world with a one-dimensional Wiener
process and a single riskless asset. We will take r to be the fixed riskless
rate, p to be the fixed mean return on the risky asset, and o to be the
fixed standard deviation of return on the risky asset. As is well known, the



effective budget constraint in this problem can be written as Wy = E[C&r],
where W, is initial wealth, C' is consumption, 7" is the horizon, and & =
exp(—(r —~?/2)t —vZ;) for v = (u—r)/o. Finally, we choose in this section
to remain vague on the definition of when two utility functions are “similar
at large wealth levels.” Suffice it to say that there are a number of definitions
in the literature and that our examples have utility functions that are similar
whatever definition we use (although as an inessential matter they may not
satisfy regularity assumed by the literature at low wealth levels). Formal
definitions are given in § 2.

Example 1

Here, we take utilities

Cl—R
for C >0
1 C)=4 =B
(1) uo(C) {—oo for C <0
and
(C—K)1-R
(2) w(C) = # for C > K
—00 for C < K

where K is the translation and R > 0 is the shared risk-aversion parameter.!
It is easy to verify that these two utility functions are similar in the sense of
(26) given that the R’s are the same.

With ug and u; defined in this way, the solutions for the two utility functions
are closely related for reasons given by Cass and Stiglitz [1970]. By a simple

!Formally, when K is negative we want to relax the nonnegative wealth constraint in
a way that does not create an arbitrage so negative consumption can be permitted, e.g.
by some sort of LP integrability condition or a looser lower bound on wealth. Addressing
this purely technical issue in detail would take us too far afield of our main purpose.



change of variables that converts the problem for one utility function into
the other we have that any solution has the property that

n Wo — KE[¢r

=K
(3) Cir W

C'OT

relates the two consumptions. If we take r to be constant (as we will for
the calculations), the portfolio investment needed to achieve K uses only the
riskless asset, and the portfolios are related by

W() — Ke_”T

4 =
(4)  Our W

90t;T7

since the discount factor is E[¢7] = e™"T when r is constant. By the turnpike

theorem (or by direct computation), the two portfolio strategies converge as
T increases. According to this result, the relative error for agent 1 from using
the asymptotic risky asset portfolio fy.r instead of the correct one, defined
to be

(90t;T - elt;T) /elt;T7

is given by K/(Wpe™" — K), independent of R and the parameters of the
risky asset return processes.

For power utility translated by 50% of initial wealth, Tables 1 and 2 show the
percentage error we would make in choosing what is optimal for the power
utility (as is asymptotically correct as the horizon increases) instead of what
is actually optimal. At reasonable real interest rates (2% or 4%) convergence
is probably too slow to make this a useful approximation.

Example 2

The class of examples based on translated power utility is very suggestive
that convergence tends to be slow. However, one weakness of this class of



Portfolio error (%): power utility translated 50% Wy

years to maturity
r 1 2 5 10 25 50 100
2% 96.12 92.45 82.62 69.31 43.53 22.54 7.26
4% 92.45 85.72 69.31 50.41 22.54 7.26  0.92
6% 88.99 79.68 5883 37.82 12.56 2.55  0.12
8% 85.72 74.24 50.41 28.98 7.26 0.92 0.02
10% 82.62 69.31 43.53 22.54 4.28 0.34 0.00

Table 1: The table gives the percentage error from using the asymptotic value instead of
the optimum. For example, if it is optimal to invest 50% of wealth in the risky asset, an
entry of 10.00 in the table implies the asymptotic rule would give 55% instead. The utility
function is constant risk aversion translated by 50% of initial wealth, i.e., K = Wy/2.
The entries in this table are not sensitive to u (if not equal to r), o (if not zero), or R
(if positive). The annual (real) riskless rate r and the number T' of years to maturity are
varied in the table.

Portfolio error (%): power utility translated -50% W)

years to maturity
r 1 2 5 10 25 50 100
2% -32.89 -32.45 -31.15 -29.05 -23.27 -15.54 -6.34
4% -32.45 -31.58 -29.05 -25.10 -15.54 -6.34 -0.91
6% -32.01 -30.72 -27.03 -21.53 -10.04 -2.43  -0.12
8% -31.58 -29.88 -25.10 -18.34 -6.34 -0.91 -0.02
10% -31.15 -29.05 -23.27 -15.54 -3.94 -0.34  0.00

Table 2: The table gives the percentage error from using the asymptotic value instead
of the optimum. For example, if it is optimal to invest 50% of wealth in the riskless
asset, an entry of —10.00 in the table implies the asymptotic rule would give 45% instead.
The utility function is constant risk aversion translated by —50% of initial wealth, i.e.,
K = —Wy/2. The entries in this table are not sensitive to p (if not equal to r), o (if
not zero), or R (if positive). The annual (real) riskless rate r and number T of years to
maturity are varied in the table.



examples is that the entire utility function is changed (at least somewhat)
by the translation. To counter this, Example 2 assumes power utility above
Wy and globally minimal utility (corresponding to the limit of infinite risk
aversion) below Wj:

Cl—R
for C' > W,
5 ) = 1-R -
5) w(©) {—oo for C' < Wy

The first-order condition for an optimum implies that

_f (Xep)THE for Xep < Wy "
6) C= { W otherwise ’

where A > 0 is chosen to satisfy the budget constraint
(7) Wy = E[C&r).

This is a standard option pricing problem.?

Table 3 shows how the portfolio choice for preferences of the form in (5)
depends on the interest rate and time to maturity. Parameter choices are
motivated by the U.S. markets: ¢ = .2 annually and p — r = .1 annually.
The interest rate r and time-to-maturity 7" are varied in the table. The risk-
aversion parameter R is chosen to make it optimal to keep exactly half of
one’s wealth in equities in the limit as 7" — oo. Since r should be a real
interest rate, a small value such as 2% or 4% is most relevant. Even with the
extreme assumption that preferences are identical above W), the portfolio
mix can be significantly different from its asymptotic value even at as long a
maturity as 25 years.

2Consumption is equal to Wy, the payoff of a riskless bond, plus A~'/# max(&p VR _

WoA/E 0), the payoff of a number A\~/% of call options with exercise price Wy A/ on
an asset paying {;1/ R Given A, the value before T' of receiving {;1/ R at T follows a
lognormal distribution with constant variance, so pricing is according to Black-Scholes.
We compute A by a one-dimensional search for the value satisfying the budget constraint.



Portfolio choice: infinite risk aversion below Wy

years to maturity
r 1 2 5 10 25 50 100
2% 0.16 0.20 0.28 0.34 0.42 047 0.50
4% 0.25 031 0.40 045 0.49 0.50 0.50
6% 0.32 0.39 0.46 0.49 0.50 0.50 0.50
8% 0.37 0.43 0.48 0.50 0.50 0.50 0.50
10% 0.41 0.46 049 0.50 0.50 0.50 0.50

Table 3: The table gives the proportion of wealth invested initially in the risky asset.
The utility function is taken to be —oo below Wy and has constant relative risk aversion
2(u—r)/o? above Wy. The proportion of wealth in the risky asset converges to one-half as
maturity increases, but slowly. The stock return has mean r + 10% per year and standard
deviation 20% per year. The riskless rate r per annum and years to maturity are varied
in the table.

Example 3

Our final example on convergence assumes that risk aversion is zero (rather
than infinity) below Wy. The utility function has the form

C{::’ for C > W,
8) w(C) = mf—l; — Wy Wy — C) for 0 <C < Wy
—00 for C <0

which is a power function above Wy, linear below W,, and chosen to be
continuous and differentiable at Wj,. The marginal utility in this case is given
by C—F for C > Wy, by Wy for C' € (0,Wp), and the range [Wy ™, 00) at
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C = 0. The first-order condition for an optimum implies that?

()R for Xep < Wy R
(9) C= { 0 otherwise ’

where A > 0 is chosen to satisfy the budget constraint
(10) Wy = E[C&r).

Again this evaluation is a simple option pricing problem*

Table 4 shows how the portfolio choice for preferences of the form in (8)
depends on the interest rate and time to maturity. Parameter choices are
motivated by the U.S. markets: ¢ = .2 annually and p — r = .1 annually.
The interest rate r and time-to-maturity 7' are varied in the table. The
risk-aversion parameter R is chosen to make it optimal to put exactly half
of one’s wealth in equities in the limit as the horizon tends to infinity. For
reasonable parameter values, convergence can be very slow as before.

Failure of Turnpike Results for Consumption With-
drawal Problems

Consider the following investment problem with consumption withdrawal,
written in terms of consumption (with the portfolio strategy implicitly sub-
stituted out).

3While C is indeterminate in [0, Wy] when \ér = I/VO_R , the measurable selection does
not affect the random variable since this occurs on a set of states of measure 0, because
log &7 has a Gaussian distribution.

4Consumption can be viewed as the value of receiving at T an asset worth (A7)
at T in the even the asset is worth at least Wy and zero otherwise. This is close relative
to a call option on the asset. Since the asset’s value before T is easily seen to follow a
lognormal process with constant variance, Black-Scholes pricing obtains, and in fact the
value of this asset is given by the first term (containing the stock price as a factor) of the
Black-Scholes call option pricing formula. Finding the correct A involves a one-dimensional
search for the zero of a monotone function.

-1/R
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Portfolio choice: zero risk aversion below Wy

years to maturity
r 1 2 5 10 25 50 100
2% 146 1.27 1.02 0.85 0.66 0.56 0.51
4% 1.37 1.15 0.87 0.69 0.53 0.50 0.50
6% 1.27 1.03 0.73 0.57 0.50 0.50 0.50
8% 1.17 0.91 0.62 0.52 0.50 0.50 0.50
10% 1.08 0.81 0.55 0.50 0.50 0.50 0.50

Table 4: The table gives the proportion of wealth invested initially in the risky asset.
The utility function is taken to be linear below Wy and has constant relative risk aversion
2(u—r)/o? above Wy. The proportion of wealth in the risky asset converges to one-half as
maturity increases, but slowly. The stock return has mean r + 10% per year and standard
deviation 20% per year. The riskless rate r per annum and years to maturity are varied
in the table.

Problem 1 Choose adapted and right-continuous {c:} to
mazimize E[[] u(cy)e *dt]
subject to E[[] &cidt] = Wy.

The point of this section is to show that we cannot expect to have a portfolio
tunpike theorem in a consumption-withdrawal problem such as Problem 1.
The reason is that while consumption in the far future may reflect growth
to very large levels of consumption (depending on the relation between the
impatience parameter ¢ and the other parameters), consumption at nearby
dates reflects the shape of the utility function at relatively small consumption
levels, even as the horizon increases indefinitely. This result is a reminder
that when we talk about convergence of a portfolio strategy at long hori-
zons, this should be interpreted as a long horizon until the first consumption
withdrawal, not as a long horizon for the overall problem.

To make the point explicitly, take the translated power case with felicity

function u(c) = (¢ — K)'7#/(1 — R), which is similar to the power function
u(c) = ¢! 7#/(1 — R) at large consumption levels. The cost of maintaining
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the lower bound to consumption ¢; = K is given by the annuity formula
E[JL,&Kdt] = (1—e"T)K/r, so we can solve for ¢; — K with the power fe-
licity and initial wealth Wy — (1 —e~"T)K/r. But the power function is homo-
thetic and therefore has consumption proportional to wealth. Therefore con-
sumption in the translated power case is given by K plus 1—(1—e"1) K /rWj
times consumption in the power case, which does not converge to the power
consumption as T — oo. Furthermore, the risky portfolio investment is a
factor 1 — (1 — e "7) K /rW) times what it would be in the power case, which
does not converge to the power portfolio choice either. These results depend
only on fixed interest rate, existence of solutions, and some asset always hav-
ing a nonzero risk premium (so the power portfolio choice is not the riskless
asset).

2 Formal Model and Two Turnpike Theo-
rems

In this section, we present two turnpike theorems in continuous time. These
theorems are intended to synthesize and generalize existing results in the lit-
erature. Both results look at preferences that are similar to some benchmark
that may not be power utility as in the literature. Theorem 1 puts very lit-
tle restriction on security returns (beyond the underlying Brownian model),
while Theorem 2 assumes less regularity on preferences but a strong assump-
tion (i.i.d.) on security returns. Withi.i.d. returns, we require less regularity
on preferences, since investing to time 7" with nonsmooth preferences is fully
equivalent to investing to an earlier time with smooth preferences.

To begin with, we specify the market, which we shall refer to as the stan-
dard Brownian market. Portfolio returns are defined using the standard
continuous-time model of a complete securities market. There are N locally
risky assets indexed by n € {1,2,..., N} and a single locally riskless asset.
The underlying uncertainty is modeled by the complete filtered probabil-
ity space (€, (F:)i>0, F, P) generated by an N-dimensional Wiener process
{Zi|t €]0,00)} with independent components, and all processes are adapted
to (Fi)i>0. Conditional expectation with respect to F; will be denoted by

13



E;. The riskless asset bears an interest rate following a process r and local
returns to the risky assets are given by

(11) /_Ltdt + O'tdZt,

where the N-vector process p gives the mean returns and the non-singular
N x N matrix process o relates the random part of stock returns to the
underlying sources of noise. We denote by ¥ = oo’ the covariance matrix of
returns. > We define the discount process by

t

(12) By =exp (—/T erT> ,

and the risk-neutral change-of-measure process by

t 1 gt
(13) pr =exp (—/ VrdZ, — —/ |%|2d7> :
7=0 2 7=0

where v, = o; *(u; —7:1), and 1 is a vector of ones. By its definition, p is a
local martingale; we shall assume

(14) p is a martingale,
so that we may consistently define the risk-neutral probability measure () by

(15) EP[e] = Elpial

®Nonsingularity of o and an equal number of assets and sources of noise is a convenience.
What is actually needed to avoid arbitrage is that the vector u—r1 of excess returns must
be in the span of the columns of o to ensure that priced risk has positive variance. For
Theorem 1, we also require that ¢ should have full column rank for completeness. (For
Theorem 2, essential completeness, over the states distinguished by security returns, is
always true even if o does not have full column rank.) The theorems and proofs are
otherwise the same except using appropriate left-inverses or generalized inverses.

14



for any bounded JF;-measurable random variable z. As a last piece of nota-
tion, we shall define the state-price density process

(16) & = pfs.

We make the regularity assumption that for all ¢, & has all moments, positive
and negative:

(17) (Vn € R, t < 00) E[¢/] < o0.

This is a relatively modest assumption, which would follow if r and o' (u —
r1) were assumed to be bounded processes (which would also suffice to make
p a martingale.) This completes the definition of the standard Brownian
market.

Within this framework, the wealth process w; of an agent who at time ¢ holds
the vector #; of dollar investments in the locally risky assets satisfies

¢
(18) w, = Wy +/ (rrw-dr + 0. {(u, —r-1)dr + 0,dZ; }),
T7=0

where W, is the agent’s initial wealth, and we require the nonnegative wealth
and consumption constraints

(19) (Yt)w: >0
and
(20) C S wr,

which rule out borrowing without repayment, doubling strategies and related
arbitrages. In terms of the discounted wealth process

(21) Wy = Bywy,
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the budget equation (18) takes the simple form
t

(22) w, =W, +/ 0 {(r — r,-1)dr + 0,dZ, },
T7=0

where 6 = (6. Applying Itd’s lemma to p,w; shows that the discounted
wealth process is a ()-local martingale.

A typical agent solves the following problem.

Problem 2 Choose C' and adapted {6;} to mazimize Eu(C') subject to (18),
(19) and (20).

The horizon T is fixed, but is thought of as extremely large, and where the von
Neumann-Morgenstern (vN-M) utility function u of the agent is convenient
in the sense now to be defined. A utility function u : (C, 00) — R is said to be
convenient if it is strictly increasing and strictly concave, and has continuous
first derivative, with u(C) equal to the right limit at C if the limit exists.
To manage the boundary at C'; whether or not the derivative is finite there,

we will consider the derivative correspondence (or support correspondence)®
defined by

(23) u'(C)={m e R|(VD > C)u(D) < u(C)+m(D — C)},

where we identify the set containing a single element with the element to
allow us the usual notation at points of differentiability (which are all C' > C'
given our assumptions).

Here then is the main result of the paper.

6Using the derivative correspondence can handle interior points of nondifferentiability
as well as boundary points, although to simplify our theorems we restrict ourselves to
utility functions that are differentiable on the interiors of their domains.
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Theorem 1 Consider two agents 0 and 1 with convenient utilities ug and uy
respectively, with common wnitial wealth Wy, each solving Problem 2 in the
standard Brownian market. Assume that the market grows indefinitely: *

(24) lim Eler] =0,

and that the horizon T is large enough that the initial wealth will satisfy the
subsistence requirements of both agents at that time, in the sense that for
1=1,0

Assume that the two utilities are similar at infinity in the precise sense ® that

and moreover that the utilities have the uniform continuity property that for
all sequences a,,, b, — 00,

bn, e Ui (bn
(27) ——>1zﬁu}( Y

n ui(an)

If wiy.r denotes the optimal wealth process of agent © with horizon T', and if
;.7 deonotes the corresponding portfolio process, then for each t > 0

(28) lim E°|tos.r — Wisr| = 0,

T—o00

"This condition is that the riskless discount factor (the value today of one dollar at
maturity) goes to zero as maturity increases. This is certainly valid if the interest rate is
constant and positive, and it would appear to be a feature of any reasonable term structure
model.

8This is the same as requiring that for each representation, the ratio of marginal utilities
tends to a constant; in the proofs we will take the constant to be 1 so that (26) holds.
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and
. t /
(29) plim /T _Orrsr = Oori) Ve (Brrz — borir) d7 = 0.

(We think of the plim as being taken in actual probabilities P, but of course
this is equivalent to taking the plim in the equivalent probability measure Q.)

Moreover,

(30) plim sup |wisr — wosr| = 0.
—00 s<t

The formal proof of this result is in the Appendix, and we provide a sketch
of the proof in the text, but first we comment briefly on the conditions on
preferences and specifically the uniform continuity condition, which is a very
weak condition, especially compared with the conditions in the literature.
First note that the Inada condition

(31) lim u(C) =0

C—o0o

follows directly from the uniform continuity property and strict concavity of
u;. Then, to see the sense in which (27) is a uniform continuity property,
for any convenient u satisfying the Inada condition (31) with corresponding
C, choose any a > log(max(C,1)) and define f : [a,00) — R by f(x) =
logu/(e*). This function f is the function we are plotting if we plot u/(+)
with logarithmic scales on the axes. Given (31) and that u is convenient, this
is a continuous and strictly decreasing function and hence has a continuous
inverse with domain f[a,00) = (—o0, f(a)]. Assumption (27) is equivalent
to uniform continuity of f and f~! on their domains, given the assumptions
(positivity, continuity, strict monotonicity, and the Inada condition) already
made about u}.

The CRRA case of the existing literature is the special case of linear f and
/71, but (27) also holds for a significantly larger class of functions, including,
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for example, all twice continuously differentiable functions whose relative risk
aversion is bounded above and bounded below away from zero, as well as all
u for which u' varies regularly at infinity with exponent —R < 0. In effect,
regular variation would say that the utility function looks similar to a power
function at large consumption levels; for our condition (27) it suffices for
the function to look similar to different power functions in a bounded set of
powers along different sequences of large wealth levels. While we have stated
that this condition must hold symmetrically for both utility functions, it
suffices to assume it for one utility function, since it must then follow for the
other given (26); since it is satisfied by CRRA preferences, a much stronger
form of this assumption has been assumed in all the previous literature.
For the reader wishing to know more about the connection between this
assumption and other forms of regularity, we offer the following Lemma which
is proven in the Appendix.”

Lemma 1 Assume a convenient utility function satisfying the Inada condi-
tion (31). Then the implications

(i) = (i) = (iit) & (v) = (v) & (vi) < (vii)

hold among the statements (i)—(vii) defined below. As above, f(x) =
log(u'(exp(z))) and a is any number larger than log(max(C, 1)).

(i) Relative risk aversion converges as wealth increases: u is twice continu-
ously differentiable with (YC)u"(C) > 0 and limeroo —Cu”'(C)/u/'(C) = R* >
0.

90n a minor technical point, Huberman and Ross assume the marginal utility function
isregularly varying with index —R, 0 < R < 1. They state that this is equivalent to relative
risk aversion converging to R as wealth tends to infinity. However, convergence of relative
risk aversion is a stronger condition. Consider a utility function defined for z > C > 0 as
an integral of the marginal utility function u’(x) = =¥ exp (— sin /) for some constant
. For « sufficiently close to zero, one can show that u” < 0, so the utility function is a
strictly monotone, concave function. This marginal utility function is regularly varying
at infinity with coefficient R. This means that lim, ., u/(azx)/u’(z) = a~F for all a > 0.
However the coefficient of relative risk aversion is R + 7 cosx — 7y sinz/z, which does not
converge to R as x — o0.

It is important to note that the counterexample does not affect Huberman and Ross’s
main result, which assumed the weaker condition of regular variation.
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(7i) Relative risk aversion bounded above and below away from zero: w is
twice continuously differentiable and (3R, R)(VC € [exp(a),>))(0 < R <
—Cu"(C)/u'(C) < R).

(iii) Lipschitz condition on f and f~': (3K, K > 0)(Vx,y € [log(a), o),y >
1) (K(y—x) < f(x)— f(y) < K(y—=x)). (Note that this expression combines
the Lipschitz conditions for f and f=' given that we know f' < 0.)

(iv) Declines in marginal utility are bounded above and below by power func-
tions: (Ik, k') (VC € [exp(a),00),VC" > C)(1 > (C/C* > /' (C")/u/(C) >
(C/C)F).

(v) Uniform continuity of f and f~': (Ve > 0)(36 > 0)(Vz,y € [a,0))((|x —
y| < d) = (|f(x) — f(y)| <)) and the analogous condition for f=1.

(vi) Condition (27) for all sequences {a,},{bn} taking values in [a, 00).

(vii) Condition (27) for all sequences {a,},{b,} — 0o taking values in [a, c0).
ProOF The formal proof is in the Appendix. One of the critical ob-
servations in the proof is that when wu is twice differentiable, f'(z) =

e*u’(e”)/u'(e”), which provides the link between f and the relative risk aver-
sion. |

Now we sketch the proof of Theorem 1; the formal proof is in the Appendix.
The proof is in six steps. The first and third steps are by now standard (see,
for example, Karatzas (1989)), but we include them for completeness.

The first step shows that the budget constraint and nonnegative wealth con-
straint can be collapsed to a “static” budget constraint, E[{rwr] < W.

The second step shows that the similarity and uniform continuity of marginal
utility functions imply corresponding properties of the inverse marginal util-

ity functions.

The third step constructs and characterizes the unique optimum for each
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agent; as is well known, agent i’s optimal wealth for horizon 7' can be ex-
pressed as wiprr = Li(Aré&r) for some Ay > 0, where [; is the inverse to
uy.

The fourth step establishes convergence of the Lagrange multipliers that
characterize the optima; limy_, % = 1.

The fifth step shows the two wealth processes converge (28), and the last
step deduces the remaining statements (29) and (30) from (28) using the

Burkholder-Davis-Gundy inequalities.

As announced in the Introduction, we also state here the second main result of
this paper, which is the continuous-time analogue of the result of Huberman
and Ross (1983) albeit with less smoothness assumed for the preferences.
This result assumes i.i.d. returns and a benchmark portfolio that exhibits
CRRA (as did Huberman and Ross), but the sense of similarity (33) is much
weaker the sense (26) in Theorem 1. One particular innovation in the proof
is the smoothing of preferences by randomization that comes from looking
at a slightly different time horizon: the portfolio choice for preferences for
which u”(-) does not exist is the same as the portfolio choice of a very smooth
utility function at a slightly shorter horizon. This proof technique allows us
to construct a proof for the very smooth case (based on Fourier inversion
and exact formulas for the wealth and portfolio processes) and then use the
smoothing to extend the proof to the general case when preferences are less
smooth.

Theorem 2 Consider two agents in a standard Brownian market in which
the processesr, o and p are all deterministic, and in which the market growth
condition (24) holds. Suppose that agent 0 has marginal utility

(32) up(C)=C""  C>0,

where R > 0 (corresponding to power or log utility), and that agent 1 has a
convenient utility function whose marginal utility varies regularly at infinity
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with exponent — R, which s to say

ui (aC) _—

(33) (Va>0) (I}Trglo e

The agents start with the same initial wealth Wy and solve Problem 2. (i)
Then for large horizons the optimal wealth processes are close in the sense
that for all t >0

(34) lim E9dorr — dir|* =0,

from which we deduce that we even have

(35) lim EQ[ sup (wisr — wOS;T)Q] =0,

T—oo s€[0,t]
and convergence of portfolios

(36) lim E9[ess sup |01s1 — Ooer|’] = 0.
Tooo s€[0,]

(ii) The portfolio strategy and wealth process for agent 0 do not depend on
the horizon T and can be written as

(37) 9(),5 = thR_lEt_l(,ut — Ttl)

and

(38) woe= Wt Pexp (—(R = 1) [ (1 + o /2R)ds)
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where
(39) ks = (s —7rs1) S (s — 751).

Agent 1’s portfolio proportions converge to agent 0’s proportions in the sense
that for each t > 0

els;T T1oo

(40) ess sup — R'S (s — 1s1)| — 0,

s€l0,t] | Wis;T
i probability.

The proof of this result is also in the Appendix, but we give here some com-
ments on the conditions, and an outline of the strategy of the proof. The as-
sumption of a deterministic standard Brownian market is the analogue of the
assumption of independent returns used by Huberman and Ross in their dis-
crete time result; the returns in the deterministic standard Brownian market
are indeed independent over disjoint time intervals. We cannot apply Theo-
rem 1 because (for example) the utility u; for which /(z) = 27%/log(2 + )
satisfies (33) but the comparison condition (26) needed for Theorem 1 fails.
It is not surprising that the conclusions of Theorem 2 are stronger than those
of Theorem 1, in view of the stronger assumptions; however, we conjecture
that the main conclusion (28) of Theorem 1 may remain true even if the
utilities satisfy only the less stringent conditions (32) and (33) of Theorem 2
rather than (26).

The essential part of the proof is to notice that in the deterministic standard
Brownian market, the expression w;r.r = I;(Airé&r) and the fact that the dis-
counted optimal wealth process is a ()-martingale allow us to write the opti-
mal wealth process as wsr = h(&s, s,T) where h(z,s,T) = E[¢xrI(zArésr)]
and & = &r/&s is the state-price density for purchase at s of a claim at
T. By carrying out the It6 expansion of the optimal wealth process, we can
identify the optimal portfolio, which we deduce must be

(41) HS;T = _gshw(g& S, T)Es_l(;us - rsl)-
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Now if we formally differentiate the expression for h with respect to x, we
find that

(42) hy(z,s,T) = ED&4I'(xrréor)]
I(xArésr)

— —$_1E[§8T R(I(,’L‘)\T&sT)) ] ’

where R(-) is the familiar risk aversion function defined to be R(z) =
—zu"(x)/u'(x). The form of agent 0’s optimal portfolio now follows (since
R is constant); the asymptotic similarity of the policies for the two agents
requires analysis of h, for agent 1, showing that the main part of the ex-
pectation is due to sample paths for which R(I(zAr&sr)) is very close to
R.

There is a technical point in the proof, namely that the formal differentiation
of h cannot lead to any expression of the form we have given if I is not
differentiable; and we have made no assumption of differentiability of I;.
The way round this point is to introduce a smoothed version of the utility
of agent 1, smoothed in a cunning way so that the optimal behaviour of the
original agent 1 and the smoothed agent 1 agree on [0, ¢]. The auxiliary results
needed to deal with this are given separately as Lemma 2 and Proposition 1.

3 Conclusion

Portfolio turnpike theorems are interesting conceptually because they de-
scribe the limiting behavior of portfolio strategies as the investment horizon
increases. Unfortunately, their practical importance is limited by the slow
rate of convergence.
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4 Appendix

PROOF OF LEMMA 1 : Recall that a utility function u : (C,00) — R is
said to be convenient if it is strictly increasing and strictly concave, and has
continuous first derivative, with u(C) equal to the right limit at C if the limit
exists.

(i) = (ii): Under the assumptions, R(C) = —Cu"(C)/u/(C) is continuous
on [a, 00) and converges at oo to R* > 0, which implies that R(-) is bounded
on the whole interval. The smallest value is either R* > 0 achieved in the
limit as C' increases, or it is achieved at some finite C*. Since u"(C*) < 0
and u/(C*) > 0, the minimum is positive.

(ii) = (iii): Since f'(x) = exp(z)u”(exp(z))/u/(exp(z)) = —R(exp(z)),
0> —R < f'(x) < —R, and f Lipschitz follows from integrating this expres-
sion. Similarly, the derivative of f~(x) is 1/(f" o f~)(z), which is bounded
between —1/R and —1/R, from which it follows that f~* is Lipschitz.

(iii) < (iv): This follows immediately from substitution of the definition of

I3

(iii) = (v): Simply take § = ¢/K to prove uniform continuity of f, or § = eK
to prove uniform continuity of f~!.

(v) < (vi): Actually, the “only if” part of (27) is equivalent to uniform
continuity of f, and the “if” part of (27) is equivalent to uniform continuity
of f~'. We prove the equivalence for the “only if” part of (27) and uniform
continuity of f; the proof of the other part is identical. Letting z,, = log(a,)
and y, = log(b,) and using the definition of f, the “only if” part of (27) is
equivalent to |y, — xn| = 0= |f(y,») — f(x,)| — 0. But this is just uniform
continuity of f by definition of the limits.

(vi) < (vii): This equivalence follows because the continuity of f and f~*
implies uniform continuity on compact sets. Therefore, any failure of one of
the limits must happen on an unbounded pair of sequences, which can be
taken without loss of generality (by taking an increasing subsequence) to tend
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to co. Conversely, if we have convergence on all unbounded pairs of sequences
tending to oo, uniform continuity on compact sets implies convergence for
all sequences.

PROOF OF THEOREM 1
The proof contains the 6 steps described in the text.

Step 1: Feasible consumption We will omit the subscripts i for the
agent and T for the horizon in this part. Given the horizon T, the set
of random terminal consumptions C' consistent with (18)—(19) is the set of
nonnegative random variables C' satisfying

(43) E[&rC] < W.

The necessity of (43) follows from applying It6’s lemma to &w; (as defined
in (16) and (18)) and observing that it is a local martingale and by non-
negativity therefore a supermartingale. Consequently, by (20), E[{rC] <
El¢rwr] < Eléywy) = Wy. Conversely, if non-negative C' satisfies (43), set
wr = C + (Wy — E[¢rC))/E[ér]. Then Elérwr] = Wo. Let Wy + [f_, #.dZ,
be the predictable representation of the martingale M; = E;[{rwr|, where
E; indicates expectations based on information (Z; for 0 < s < t) known at
t. Set w; = & *M;. Then (20) and (19) follow from (43) and positivity of &,
and w and 6; = & (0’) 7 ¢ + w3y (e — 1) satisfy (18).

Step 2: Inverse marginal utility functions Agent i’s inverse marginal

utility function

(44) L) E{ ()™ (@) for x < limeyg, wi{C)

otherwise

will play an important role in the analysis. Note that u, may be a cor-
respondence but not a function, since if limgyo, uj(C) < oo, ui(C;) =
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limey o, u;(C), 00). However, by positivity, continuity, and monotonicity of
u; and the Inada condition (31), I;(z) is a well-defined and continuous func-
tion for all positive . Condition (27) on the marginal utilities implies an
analogous property for the inverse marginal utilities: for all sequences z,,

Yn 4 0,

Ii n . n
(y)—>11ﬂ?y——>1.

(45) Ii(xy,) Tp

Given monotonicity of u; and the Inada condition (31), this follows imme-
diately from (27) if we set b, = I;(y,) and a, = [;(z,). And, given (45),
similarity (26) implies a similar condition on inverse marginal utility func-
tions:

(46) lim L(z)

=1.
zl0 I()(.’I,‘)

To see this, note that

Lz) _ Io(w(li(z)))
Ip(x) Io(x)

ug (11(2))
(i)

I()(.’L')

As z | 0, uy(l1(z))/ui(I1(z)) converges to 1 by (26), so the expression in
(47) converges to 1 by (45).

An additional implication of (45) is that I(z) grows no faster than a power
of x as x | 0. Specifically, (45) implies that there exists v < 1 and € > 0
such that

()

()

~
<

(Vz € (0,¢),y € (yzx,x)) <e.

~
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Otherwise, there would exist v, T 1, z,, { 0 and 7, < y,/x, < 1 such that
I(yn)/I(x,) > e > 1, which would contradict the “if” part of (45). This
implies that for x < ¢,

_ o109 10%) - I(Ne) I(x) )eNH
I(z) = I(e) (e I(ve) 10" 1e) T(vVe) < I(e)eN*,

where N is defined by

eVt <z < eV,

This, in conjunction with monotonicity, yields
(48) (Vx>0)I(z) < A+ Bol/logy

for some constants A and B, i.e. I(z) is bounded by a constant plus a power
times a constant.

Step 3: Existence and characterization of unique optimal demand
Again, we omit subscripts indicating the agent and the horizon. The op-
timal consumption for an agent maximizes Fu(C) among random variables
bounded below by C' subject to the constraint (43). The first-order necessary
conditions for this optimization are

(49) (IA>0) C =1(X\er)

together with the constraint (43) as an equality. To see that this is sufficient
whether or not lime ¢ w'(C) is finite, note that A\r is always a member of
the derivative correspondence u'(I(A¢r)) and therefore for any other random
consumption D satisfying the budget constraint E[Dér| < Wy, Eu(D) <
E[u(I(Xr)) +Xr(D —C)] < E[u(I(Xr))], where the last inequality follows
from the budget constraints. To verify that E[u(I(Ar))] is finite, set D =
Wy /E[ér] to compute a lower bound, and substitute in the support (23) at
C = C +1 to apply (48) and (17) to compute an upper bound. (As with
other variables, A varies with the agent and horizon, but we are suppressing
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this dependence.) Therefore, the problem reduces to one of finding A such
that 1°

(50) El&rl(Ar)] = Wo.

Since I(z) is bounded by a constant plus a power times a constant and
€ possesses all moments, E[{rI(Ar)] < oo for all A; and by Lebesgue’s
monotone convergence theorem, E[érI(Ar)] is a continuous function of A.

The function A — f(A) = E[{rI(Aér)] maps (0,00) into (CE[Er], 00), is
unbounded (because of the Inada condition), and is strictly decreasing in the
open interval where f > CFE[{r]; therefore, the assumption that wealth is
greater than the present value of subsistence consumption (25) implies that
there exists a unique A satisfying (50).

To summarize, there exists a unique optimal consumption given by (49) where
A is the unique solution to (50). This optimal consumption is generated by
the portfolio policy described in the derivation of (43). The uniqueness of
the portfolio policy follows from uniqueness of the predictable representation
and nonsingularity of o.

Step 4: Convergence of Lagrange multipliers Let \;r denote the

Lagrange multiplier described in the previous step for agent ¢ with horizon
T. We will show that

. Aor
51 1 — =1.
(51)  Jim

By symmetry, it suffices to show that lim infr_,. Aor/Ar > 1.

10This omits one degenerate case, corresponding intuitively to A\ = oo, in which
CE[¢r] = Wy and u(C) is well-defined. In that case, the optimum is the only feasi-
ble strategy, for which consumption is C. For the turnpike result, E[{r] tends to 0 as
maturity increases, and we have that the degenerate case never arises for sufficiently large
T.
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Suppose to the contrary that liminfr_,. Aoz /A7 < 1. Then there exists § <
1 and an unbounded set T of terminal times such that (V1" € T)\or/Ar < 4.
For T €T,

(52) Wo

E&rIo(Morér))
E[&rIo(dMrér)]
ElérIo(0Mrér) : Mirér < €],

AVAREY,

for any € > 0, where the notation E|[z : A] denotes the integral of the random
variable z over the event A.

We claim that (45) implies the existence of k > 1 and ¢ > 0 such that

10(5.’1,')
I()(.’L')

To see this, note that otherwise there would exist x, | 0 and k, | 1 such
that

(Vz € (0,¢)) > K.

I()(é.’l,'n)
Io(2n)
which would contradict the “only if” part of (45).

1< < knpdl,

Condition (46) guarantees that by taking e sufficiently small we can ensure
that Io(z)/I(z) > 1/y/k, so we have

10(5.’1,')
Il(.’II)

(Vz € (0,¢)) > Kk > 1.

Applying this to (52) gives

Wo > VEE[&rLi(Mirér) : Mrér < €]

VEWo — VEE[Er i (Mirér) + Mirér > €]
VEW — VKL (€)Elér : Mirér > €]
VEW, — Vi (€) E[ér]

\/EWO )

I viv
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where we have also used, successively, (50), the monotonicity of I, the
nonnegativity of &7, and (24). The contradiction Wy > /kWj shows that
liminfr_,o Ador/A1r > 1 and by symmetry that limp_,. Aor/ A7 = 1.

Step 5: Convergence of wealth processes In this step, we will establish

condition (28). Recall from Steps 1 and 3 that the optimal wealth process of
agent ¢ is

(53) wisr = & EylérLi(Nirkr)],
so (28) will follow (by the conditional version of Jensen’s inequality) from

(54) Jim El&r|lo(Aorér) — Li(Mrér)|] = 0.

Consider any v > 0. By (45), there exists 6 < 1 and € > 0 such that

Io(0~'x) Io(0z)
I()(.’I,‘) I()(.’II)

Otherwise, there would exist d,, T 1 and z,, | 0 such that either

(Vz € (0,¢))

—1‘§’yand‘ —1‘§’y.

10(5’;1:1:”) _ 1
IO xn)

—1| > 7,
To(xn) K

>y or

and either case would violate the “if” part of (45). By (46), we can take ¢
sufficiently small that

oe0.9) |1 -1 <,
(565) (Vx € (0,¢)) %:)SE) > (1—+)% and I;I(((Sj)) < (1+479)?
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By Step 4, there exists Ty such that

>~

VT >Tp) 6 <L <ot

1

!

When A\i7ér > e, we have
0 < Li(Mrér) < Ii(e),

for T' > Ty,
0 S IO()\OTST) S I()((Sé?).

Hence,
E[&r|Li(Mrér) —To(Morér)| : Mirér > €] < (1i(e) + Io(de)) Eér — 0,

as T — oo, by (24).

When = = \irér < e and T > Tj, we have from (55) that

Io(Morér) _ Io(0 ')
Il(.’II) Z Il(.’II) Z (1 - 7)2?
. Iorés) _ Tofoz)
o\ AoTST olox
o S n@ St
Therefore,
Io(Morér) >
1, Curér) 1‘3(1”) .

It follows that

E [&r|I(Mrér) —Io(Morér)| « Mirér < €]
< (’72 + Q’Y) E &rLi(Mrér) : Mirér < €

S (’)/2 + 27) WO7

using (50) for the last inequality. Since 7 can be taken arbitrarily small, this
establishes (54).
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Step 6: Convergence of portfolio processes Fixt. From Steps 1 and 3
and the definitions, the process Biw;.r, 0<t <T, is a )-martingale for each
¢ and T and is given by

t
(56) Brwir = Wo + /70 B0, r0-dZ2,

where dZ8 = dZs + 0,7 (s — r51)ds is a Q-Wiener process. Hence,

Ayr = Bi(wirr — woir)
is a ()-martingale, and its quadratic variation from 0 to ¢ is

t
(57) [AT]t = / 0 /672-(917;T - HOT;T)/ET(HIT;T - HOT;T) dr

T=

It suffices to to show that this quadratic variation converges in probability
to 0 as T" — 00, because

t
(58) /70(017;T - HOT;T)/ET(HlT;T - HOT;T) dr S [AT]t sup /87_2)

T7€[0,¢]

where the supremum is finite since J is a continuous and positive process.

Let Ajp denote sup, ., |A-r|, and consider any p € (0,1). The Burkholder-
Davis-Gundy inequalities (see, e.g., Rogers and Williams [1987], IV.42) yield,
for some absolute constant c,,

E((1A2))72) < e [(A10)7]
Convergence of [Ar]; to 0 in LP/2(Q, F;, Q) will imply the desired convergence

in probability (in @ and therefore in P), so it suffices to show that Af,
converges to 0 in LP(2, F;, Q). This will also achieve the proof of (30).
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Next, for each T" > t and a > 0 we apply Doob’s submartingale inequality
(see, e.g., Rogers and Williams (1994, I1.70.1)) to the @Q-martingale Ay,
s € [0,t]. This yields

(59) Q(Ajy >a) < a B A,

and hence in particular
Q (Air > a) < (a7 EAur) AL,

where x A y denotes the smaller of x and y. Combining this result with the
fact that for any non-negative random variable X and positive p,

EQXP :/ pa’'Q(X > a)da,
a=0

we have that

(60) BYALF] = [* pa QA" > a)da

In conjunction with (28), this implies that, for any increasing unbounded
sequence 7, the sequence {Afr}, T € T, must converge to 0 in LP(€2, 3, Q),
and we are done. |

PROOF OF THEOREM 2 : Existence of a unique optimum follows from the
first part of Theorem 1. Uniform continuity (27) follows from our regularity
on u (either (32) or (33)), and existence of all moments of £ and the martin-
gale change-of-measure follow from the boundedness on compact intervals of
Ts, |s — rs| and |o;t|. The rest of the required assumptions are the same.

Proposition 1 (below) shows that we can restrict attention without loss of

generality to utility functions u; satisfying the smoothness properties (i)—(iv)
of Lemma 2 (also below), and we will take them as given from now on.
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Independence of returns over time (¢, o, and r; nonstochastic) implies that
the conditional distribution of {7 /&; conditional on F; is the same lognormal
distribution as the unconditional distribution. Therefore, dropping the label
for the agent for the time being, (53) implies we can write the wealth process
as

(61) Ws,T = h(587 S, T)
where
(62) h(.’l}, S, T) = E[gsTI(x)\TgsT)]

and & = & /& is the state-price density for purchase at s of a claim at 7.
The bound (iv) in Lemma 2 on the derivative of I and lognormality of &7 /&,
allows us to differentiate under the expectation to obtain

(63) hu(z,s,T) = EN&I'(xrréor)]
I(xArésr)

— —.’L'_lE[gsT R(I(,’L‘)\TﬁsT)) ] .

In the risk-neutral probabilities, the discounted wealth process is a local
martingale, and from (56) it is

(64) d(ﬁsws;T) - ﬁsels;TO'stSQ’

whereas expanding discounted wealth Bswsr = Bsh(&s,s,T) using Ito’s
lemma and the various definitions ((16), (12), (13), and ¥ = o0”) yields

(65) d(ﬁsws;T) = _/Bshcv(g& S7T)£s(,us - rsl)/ES_lastSQ-
Matching coefficients, the portfolio process must be essentially

(66) HS;T = _gshw(g& S, T)Es_l(;us - rsl)-
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For agent 0, whose relative risk aversion is constant and equal to R, (63)
and (61) imply that —&h, (s, s,T) = R wsr, and we obtain the standard
expression (37) for the reference portfolio process. The form (38) of the
reference wealth process also follows easily.

Shortly we will prove (34), but first let us explain how the remaining conclu-
sions of the theorem will then follow.

Since (i(wir.r — worr) is a Q-martingale, Doob’s L?-martingale maximal
inequality (Rogers and Williams [1987], Lemma I1.31) and (34) imply that

Ttoo
(67) B9fsup 6} (wier — worr)’] =3 0,

and since [ is nonstochastic and bounded below away from zero on [0, ],
(35) follows immediately.

To verify (36), first note from (63) that

& (hy (s, 5, T) = hip(&s,5,T)) = — By [gT ( L(Avrér) Io(Aorér) )]

Ri(Li(\rér))  Ro(Io(Merér))

is a P-martingale and therefore ¢s7 = B:&5(hL (&, s, T) — h2(&s, s,T)) is a Q-
martingale (as will be important because of ¢’s close connection to portfolio
choice in (66)), and therefore by Jensen’s inequality E9¢2 is nondecreasing
in s. This provides the initial inequality in the following, which is also based
on (65), (66), the definition of ks, and the assumptions that o is nonsingular
and g — rl is nonzero:

t+1
(68) (E9¢%;) / keds < E© P2 hisds
)|, ;

S= S=

Q St:H 2 ,
= F /O /Bs (913;T - HOS;T) 28(915;T — HOs;T)dS

= EQﬁt2+1(w1,t+1;T - wO,t+1;T)2~
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Given (34) is true for arbitrary ¢ (including t4-1), the last expression must go
to zero as T increases. But the first expression is just £ [qﬁiT] multiplied by a
positive constant. Since ¢ is a martingale, Doob’s L?-martingale maximal
inequality (cited above) implies that E% SUP ¢ (0,4 ¢ also tends to zero as T
increases. The result (36) follows from the definition of ¢, (66), the fact that
Bs is nonstochastic and bounded below away from 0 on [0,¢], and the fact
that |y — r1| and |o~!| are nonstochastic and assumed bounded on [0, ¢].

The convergence of portfolio proportions (40) follows directly from (35), (36),
(37), (38), and the equivalence of P and @ for random variables measurable
with respect to F;.

We have left only to verify (34). We do this by bounding

(69) B3 (wner — wour)? = B9 [ (6 (L — WO) (€., 5. T))ds

using the following bound. Fix arbitrary € > 0 and choose D such that
C > D implies |R;(C)™' — R7!| < € (as we can by (iii) of Lemma 2). From
two parts of (63), the arguments used to derive them, and the bound (iv) in
Lemma, 2,

(10) [0kt — B0)(w,t, 7)) = | Bla€har T} (whiréer) + R 6 Ts(wheréer)
s Li(zMiréer) < D]

Li(xAiréer) Li(zMrér) |
- F [gtT {31(11($)\1T§tT)) — I } s L(xMrker) > D]]

- R_lE[ftT(Il (x)\letT) - IO(CU)\OT&T))]‘

< |Ela&rhir(@hir&er) " A1+ (ui(D) )] + | R Elgr D)
+ |Elgrh(@hir&r)el| + B B! (2,6, T) — h(x,1,T)|

= A(1+ (W/(D))™)E[&r] + R DE[&r] + eh' (x,t,T)
+ RYAY (2, t, T) — hO(z,t,T)|

H1Recall the notation E[z : y] is the same integral as E[r] except with domain limited
to the set on which y is true.
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< A1+ (W (D))" )E[&r] + R DE[&7] + eh’(z,t,T)
+ (R +&)|h (2, t,T) — hO(z,t,T)|
< e+eh’(x,t,T)+ (R +e)|h' (2, t,T) — h(z,t,T)|,

for T sufficiently large (by (24)). With (69) this implies that

E° 3} (wir — worr)®
t
< EQ/ ﬁglis(s—i-ShO(fs’S’T)
=0
(R4 R (€5, T) — KO(6.T) s

t
- EQ /() ﬁgﬁs(g + EWos;T + (R_l + 5)|w18§T B wOS?T|)2d8

(71) ¥(t)

< 4 [ R(R 4 P(6) + 52 + B B s

Gronwall’s lemma (Dieudonné [1969], (10.5.1.3)) implies a bound on (t)
that can be made arbitrarily small since ¢ > 0 is arbitrary, given the form
(38) of wp; and the uniform bounds on £, (inherited from |0~ and |u—r1|)
and (5 on [0,¢]. This completes the proof. 1

Here is the Lemma that tells us that there is a smoothed version of u; with
nice properties. There are many ways of performing the smoothing; the
particular choice here is one that is useful in Proposition 1 that is used in
the proof of Theorem 2.

Lemma 2 Suppose the von Neumann-Morgenstern utility function wu is
strictly increasing and strictly concave and that the marginal utility is reg-
ularly varying at infinity with index —R for some R > 0, that is, (Ya >
0) limetoo u/'(aC) /u'(C) = a™f. Let I be the inverse of u' (as before). Fix
a > 0 and define

2

(72) I(z) = /_Zexp(%)[(xey) \/;lfr_a,




and let u(C') be any integral of the inverse of I. Then,

(i) I € C™,

(ii) I(z)/I(z) — exp(aR?/2) as z | 0,
(iii) R(C) = —Cu"(C)/i(C) — R as C 1 oo, and
(i) (3A">0,v >0) 0<I'(z) <z 'A(1427).

PrROOF  The proof builds on basic properties of regularly varying functions
given by Bingham, Goldie, and Teugels [1987], henceforth BGT. Since u' is
decreasing and regularly varying with index — R, it follows that I is decreasing
and regularly varying with index —1/R at the origin (by the definitions in
BGT, section 1.4.2 and the inversion theorem 1.5.12, in which the actual
inverse is an asymptotic inverse). Most of the results in BGT are stated for
regular variation around infinity; to apply them to I they must be translated
through the definitions in BGT, section 1.4.2. Specifically, I(x) regularly
varying of index —1/R at the origin is equivalent to I(1/z) regularly varying
of index 1/R at infinity.

To show the existence of certain integrals, it will be useful to note an im-
plication of Potter’s bound (BGT, Theorem 1.5.6.iii) and positivity and

monotonicity of I. Then there exists x* such that for all y > 0 and all
z, 0 <z <"

(73) 0< ==+ < 2max {(y/z) /", 1},

where the first argument of the maximum comes from Potter’s bound and
the second argument comes from monotonicity of I. In particular, setting
r = z* implies that for all y > 0,

(74) 0< I(y) < 20(2")((y/a") /" + 1),
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(i) We can rewrite (72) as

(15) H(w) = [ exp(—(y — log(x))*/20)I(e")dy/V2mar,

and therefore the result follows from (74).

(if) By (72),

(76) (.’L‘) :/yoo e—y2/2aj(xey) dy

I(z)  Jy=o0 I(z) v2ma

By regular variation, lim,o I (ze¥)/I(x) = e ¥/% and therefore the integral
of the pointwise limit of the integrand is e®/ 2R Substituting in the bound
(73) implies the integrand is integrable uniformly in x, so by Lebesgue’s
Dominated Convergence Theorem the limit of the integral is the integral of
the limit.

(iii) Since R(c) = —dlog( (c))/dlog( ) and I is the inverse of o/, R(I(z)) =
(—dlog(I(z))/dlog(x))™" = (—2I'(z)/I(z))~"'. Therefore, we want to show
that as | 0 (so I(z) T c0), R is the limit of

—xf'<x>/f<x>>‘1 |

(1) R = ( T(e)/ ()

We know from (ii) that the limit of the denominator is e*/2%*, so we need to

show that the numerator N (z) tends to —e®/?%*/R as x | 0. From (75),

(78) N(z) = —%% /yoo_oo exp(—(y — log(x))Q/Qa)I(ey)dy/\/%
- Zc) /—O:o y_iof ) cxp(— (y ~log(@))?20) (") dy/ v 2ra
= _/ _ep 2/20&) (( ))dy/\/—
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By regular variation, lim, o I(ze¥)/I(z) = e %%, and therefore the integral of
the pointwise limit of the integrand is e®/ 2R /R. Substituting in the bound
(73) implies the integrand is integrable uniformly in x, so by Lebesgue’s
Dominated Convergence Theorem the limit of the integral is the integral of
the limit.

(iv) Since the numerator N (z) = —zI'(z)/I(x), (78) is equivalent to

19) Iy = 12 [~ yexp(—yQ/zafjff)’)dy/%.

The integral can be bounded independently of z by substituting (73) into
the integrand, and the result follows from (74). |

Proposition 1 Under the assumptions of Theorem 2 and given fized t, the
wealth processes and optimal demands for all s € [0,t] and all T' sufficiently
large are the same as for a different problem satisfying the same assump-
tions and for which the utility functions satisfy additionally the smoothness
properties (i)-(iv) of Lemma 2.

PrROOF The intuition of the proof is that the stochastic evolution of &
implies that the implied preferences at a point in time before the end are
smoother than the preferences at the end. To make the smoothing compa-
rable for different 7', it is easiest to consider the smoothing over some fixed
time interval after ¢ (we consider specifically the interval [t,¢ 4 1]) rather
than an interval ending at 7" that might not be directly comparable with an
interval ending at a different 7.

We take as given the (nonstochastic) processes for p, r, and o, and will
specify new (nonstochastic) processes /i, 7, and &, and a new utility function
u; preserving the properties of preferences in the theorem but also satisfying
the smoothness properties (i)—(iv) of Lemma 2.
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Define v = [ (15 — 751)'S; (s — r51)ds, which is equal to the variance of
log(&:11/&) in the original problem. In the new problem, we will take ; to

be an integral of the inverse of

) T = [* ety L

Z=—00 2mv

It is easy to verify (by completing the square in the exponent) that I (z) =
e"/2I(ze’), where I is defined in the statement of Lemma 2, and therefore [
inherits the required smoothness properties (i)—(iv) from I.

For the return processes, we want to make the noise in é plus the noise
already embedded into I the same as the noise in &, so that for all T > ¢+ 2
and all s € [0,t], log(ér/€,)) has the same distribution as z + log(ér/&,),
where z ~ N(0,v) is drawn independently of é . We will also make sure that
& and és are identical for s € [0,¢]. All this will ensure that the Lagrange
multiplier A; as in(49) and consequently the wealth process as in (53) and
the implementing portfolio process are the same in the new problem, and we
will be done. To accomplish this, we define

(81) 7y =rs,

Y

O otherwise

and

(83) fio = { rs + %(#(s+t+2)/2 — T(s+t42)/2) for s e‘[t’ t+ 2]
Hs otherwise
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